1 Introduction

In the age of submicrometer optical lithography, focus has become a critical process parameter. Each decrease in minimum feature size is accompanied by a corresponding decrease in depth of focus (DOF). However, sources of focus errors, such as wafer nonflatness, topography, and the ability to determine best focus, are not being reduced in proportion to the DOF. Thus, the effects of focus on the practical resolution capabilities of a lithographic tool are becoming increasingly important.

In describing the resolution and depth of focus of a lithographic system, it is common to apply the Rayleigh criteria. The Rayleigh criterion for the minimum resolvable feature size $R$ is

$$ R = k_1 \frac{\lambda}{NA}, $$

where $\lambda$ is the exposure wavelength, $NA$ is the numerical aperture of the objective lens, and $k_1$ is referred to as a "process-dependent constant" and is typically quoted in the range of 0.4 to 0.9. Similarly, the Rayleigh DOF is given by

$$ \text{DOF} = k_2 \frac{\lambda}{NA^2}, $$

where $k_2$ is another process-dependent constant with values typically in the range of 0.5 to 1.0.

In the submicrometer imaging regime, the simple Rayleigh criteria are not adequate for describing the resolution and depth of focus of a microlithographic process. In fact, the common characterization of $k_1$ and $k_2$ as constants leads to many misinterpretations of these equations. A more appropriate way to view the Rayleigh criteria are as scaling equations. Resolution scales as $\lambda/NA$, so $k_1$ is, in fact, the scaled resolution. Similarly, the DOF scales as $\lambda/NA^2$, so $k_2$ is the scaled DOF. The scaled quantities $k_1$ and $k_2$ are not constants and vary greatly as a function of many lithographic parameters. The Rayleigh equations give no information about the values of $k_1$ and $k_2$, their interdependence, or their dependence on other parameters.

In this paper, a previously published series of papers on focus effects in optical lithography is reviewed. Alternative definitions of resolution and depth of focus are given based on an understanding of the interactions of the aerial image with the photoresist process. This interaction points to various aspects of the aerial image that are important from a lithographic point of view, especially the aerial image log-slope. The effects of numerical aperture, wavelength, feature size, and feature type can also be characterized using the log-slope defocus curve, thereby permitting objective comparisons of different lithographic tools. The impact of the photoresist on the response of the process to changes in focus is described as two major effects. First, improving the photoresist results in improved exposure latitude. This in turn allows the image to be further degraded by focus errors and still give acceptable results. Second, submicrometer optical lithography usually results in asymmetrical focus behavior because of the defocusing of the aerial image as it propagates through the photoresist. Finally, several methods for depth-of-focus improvement are discussed and their relative merits and drawbacks are reviewed.
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a lithographic point of view. Defining a physically significant metric of aerial image quality allows one to characterize the effects of feature size and focus and leads to new definitions for resolution and DOF. The effects of numerical aperture, wavelength, feature size, and feature type can also be characterized using this technique, thereby permitting objective comparisons of different lithographic tools.

Photoresist can have a major impact on the response of the process to changes in focus. First, improving the photoresist results in improved exposure latitude. This in turn allows the image to be further degraded by focus errors and still give acceptable results. Second, submicrometer optical lithography usually results in asymmetrical focus behavior because of the defocusing of the aerial image as it propagates through the photoresist. Both of these effects are discussed in this paper.

Finally, several methods for depth-of-focus improvement are discussed and their relative merits and drawbacks are reviewed.

2 Aerial Image
To simplify the analysis of a lithographic process, it is highly desirable to separate the effects of the lithographic tool from those of the photoresist process. This can be done with reasonable accuracy only if the interaction of the tool (i.e., the aerial image) with the photoresist is known. Consider an aerial image of relative intensity $I(x)$, where $x$ is the horizontal position (i.e., in the plane of the wafer and mask) and is zero at the center of a symmetric mask feature. The aerial image exposes the photoresist to produce some chemical distribution $m(x)$ within the resist. This distribution is called the latent image. Many important properties of the lithographic process, such as exposure latitude and development latitude, are a function of the gradient of the latent image $\partial m/\partial x$. Larger gradients result in improved process latitude. It has been shown that the latent image gradient is related to the aerial image by

$$\frac{\partial m}{\partial x} = m \ln(m) \frac{\partial \ln I}{\partial x},$$

(3)

where the logarithmic slope of the aerial image is often called just the log-slope. The development properties of the photoresist translate the latent image gradient into a development gradient, which then allows for the generation of a photoresist image. Optimum photoresist image quality is obtained with a large development rate gradient. A lumped parameter called the photoreisist contrast $\gamma$ can be defined that relates the aerial image and the development rate $r$ (see Appendix A for a derivation):

$$\frac{\partial \ln r}{\partial x} = \gamma \frac{\partial \ln I}{\partial x}.$$

(4)

Equation (4) is called the lithographic imaging equation and shows in a concise form how a gradient in aerial image intensity results in a solubility differential in photoresist. The development rate gradient is maximized by higher resist contrast and by a larger log-slope of the aerial image.

The preceding discussion clearly indicates that the aerial image log-slope is a logical metric by which to judge the quality of the aerial image. In particular, the image log-slope, when normalized by multiplying by the feature width, is directly proportional to exposure latitude expressed as a percent change in exposure to give a percent change in linewidth. This normalized log-slope (NLS) is given by

$$\text{NLS} = w \frac{\partial \ln I}{\partial x}.$$  

(5)

This metric was first discussed by Levenson et al. and later, in a related form, by Levinson and Arnold before being explored to great extent by this author.

3 Focus and the Aerial Image
Shown in Fig. 1 is the well-known effect of defocus on the aerial image. Both the edge slope of the image and the center intensity decrease with defocus, and the intensity at the mask edge remains nearly constant or increases slightly. To compare aerial images using the log-slope, one must pick an $x$ value to use. An obvious choice is the mask edge (or more correctly, the nominal feature edge). Thus, all subsequent reference to the slope of the log-aerial image are at the nominal feature edge. Now the effect of defocus on the aerial image can be expressed by plotting log-slope as a function of defocus, as shown in Fig. 2. The log-slope defocus curve has proven to be a powerful tool for understanding focus effects and is used extensively in this paper.

Some useful information can be obtained from a plot of log-slope versus defocus. As previously discussed, exposure latitude varies directly with the log-slope of the image. Thus, a minimum acceptable exposure latitude specification translates directly into a minimum acceptable value of the NLS. The log-slope versus defocus curve then can be used to give a maximum defocus to keep the process within this specification. If, for example, the minimum acceptable normalized log-slope of a given process was determined to be 3.5, the maximum defocus of 0.5-μm lines and spaces on a 0.53 NA i-line stepper would be, from Fig. 2, about ±0.8 μm. This gives a practical definition of the depth of focus that separates the effects of the aerial image and the photoresist process. The printer determines the shape of the log-slope defocus curve, and the process determines the range of operation (i.e., the minimum NLS value). If the minimum log-slope needed was 6, one would conclude from Fig. 2 that this printer could not adequately resolve 0.5-μm lines and spaces. Thus, resolution can also be determined from a log-slope defocus curve.

To define resolution consider Fig. 3, which shows the effect of feature size on the log-slope defocus curve. If, for example, a particular photoresist process requires an NLS of 3.8, one can see that the 0.4-μm features will be resolved only when in perfect focus, the 0.5-μm features will have a DOF of ±0.7 μm, and the 0.6-μm features will have a DOF of ±0.9 μm. Obviously, the DOF is extremely sensitive to feature size, a fact that is not evident in the common Rayleigh definition. Because DOF is a strong function of feature size, it is logical that resolution is a function of the required DOF. Thus, in the situation shown in Fig. 3, if the minimum acceptable DOF is ±0.8 μm and the required NLS is 3.8, the practical resolution is about 0.55 μm for equal lines and spaces. Resolution and depth of focus cannot be independently defined, but rather are interdependent. To summarize, depth of focus can be defined as the range of focus that keeps...
the log-slope above some specification for a given feature. Resolution can be defined as the smallest feature that keeps the log-slope above some specification over a given range of focus.

The key to these definitions for resolution and depth of focus is the linear correlation between the NLS and exposure latitude. But to make quantitative estimates, one must have a reasonable estimate for the minimum acceptable normalized log-slope. How is such an estimate obtained? By measuring a focus exposure matrix, one can obtain an experimental plot of exposure latitude versus defocus. This can be repeated for many different feature types and sizes, if desired. Figure 4(a) shows an example of such a plot where exposure latitude (EL) is defined as the range of exposure (as a percentage of the nominal dose) that keeps the linewidth within ±10% of the nominal. Obviously, exposure latitude decreases greatly as the image is defocused. By comparing such experimental data with the log-slope defocus curves as in Fig. 3, a correlation between NLS and exposure latitude can be obtained.

In this case, the data in Figs. 3 and 4(a) are correlated by the simple expression

\[
EL = 8.1(NLS - 1.1) .
\]  

(6)

Figure 4(b) shows the goodness of the fit given by Eq. (6). Note that the smallest feature begins to deviate from this fit, indicating a nonlinear resist response below some feature size (this is directly analogous to the concept of the film MTF often used in the photographic sciences).

Equation (6) in and of itself leads to very revealing interpretations. First, note that an NLS of at least 1.1 must be used before an image in photoresist is obtained even at one exposure level. Above an NLS of 1.1, each increment in NLS adds 8.1% exposure latitude. Finally, if a minimum required exposure latitude is specified for a process, this value will translate directly into a minimum required NLS. For example, if an EL of 20% is required, the NLS that just achieves this level is 3.6. Thus, all images with a NLS in excess of 3.6 would be considered acceptable from an exposure latitude point of view. Correlations like Eq. (6) are very process dependent. However, for a given process, such a correlation allows imaging parameters to be studied by simply examining the log-slope defocus behavior.

The log-slope defocus curve can now be used to explore the effects of various parameters on the resolution and depth of focus. The numerical aperture is one of the most important parameters defining lithographic performance, and yet it is the most misunderstood. The Rayleigh DOF equation seems to predict a dramatic decrease in DOF with increasing numerical aperture. Shown in Fig. 5 is the effect of numerical aperture on the log-slope defocus curve of 0.5-μm lines and spaces. The effect of increasing NA is to improve the aerial image log-slope when small amounts of defocus are present, and worsen the log-slope of an image with larger amounts of defocus. This is an extremely important result. Increasing the numerical aperture improves image quality only if focus errors can be kept below a certain value. In fact, for a given amount of defocus, there is an optimum NA that gives the largest log-slope. Similarly, for a given log-slope specification, there is one NA that maximizes the depth of focus.
The role of wavelength in depth of focus is also misunderstood. Although Eq. (2) seems to indicate worse DOF with shorter wavelength, Fig. 6 shows that DOF improves as wavelength decreases for a given feature size. Figures 5 and 6 show clearly the danger of using the Rayleigh criterion for comparing the DOF of different printers (i.e., different values of wavelength and numerical aperture).

The log-slope defocus curve can be used objectively to compare different printers. Recently there has been much discussion on the advantages of shorter wavelength versus higher numerical aperture. For example, one could compare an i-line, 0.53-NA system with a deep-UV 248-nm, 0.36-NA system. Both have the same value of \( \lambda/NA \) and thus, according to the Rayleigh criterion, the same resolution. In terms of the log-slope curve, the same value of \( \lambda/NA \) corresponds to the same value of the log-slope of the image with no defocus (Fig. 7). The practical resolution is defined as the smallest feature meeting a given log-slope specification over a given focus range. If a process requires a normalized log-slope of 3.5 and a focus budget of \( \pm 1 \mu m \), Fig. 7 shows that the deep-UV system will resolve the 0.5-\( \mu m \) feature, but the i-line system will not. Thus, the shorter wavelength system has better practical resolution than the i-line system even though \( \lambda/NA \) is the same for the two printers.

It is important to note that all of the aerial image calculations presented in this paper assume diffraction-limited lens performance, i.e., ideal lenses. Obviously, the ideal lens does not exist, and thus real lenses have log-slope versus defocus curves that are degraded to some extent from the ideal curves shown here. When comparing different lenses, as was done, one must keep in mind that one lens may be farther from the ideal than the other. Of course, if the amount of aberrations for a given lens is known, these aberrations can be included in the calculation of log-slope.

Other image-related parameters can be easily studied using the log-slope defocus curves. The differences between imaging dense and isolated features, or lines versus contacts, for example, can be examined. Partial coherence effects can be evaluated. The log-slope defocus approach has been used to optimize the numerical aperture and partial coherence of a stepper, examine the differences between imaging in pos-
Fig. 7 Comparison of two printers with the same value of λ/NA show that they have different practical resolutions (0.5-μm lines and spaces, σ = 0.5; deep UV: λ = 248 nm, NA = 0.36, i-line: λ = 365 nm, and NA = 0.53).

### 4 Photoresist Effects

Although defocus is strictly an optical phenomenon, the photoresist plays a significant role in determining the effects of defocus. As one might imagine, a better photoresist provides greater depth of focus. In light of the preceding description of defocus using log-slope defocus curves, the photoresist impacts the DOF by changing the minimum acceptable log-slope specification. A better photoresist has a lower log-slope specification, resulting in a greater usable focus range. This relationship between the photoresist and the log-slope specification is determined experimentally as described above by measuring exposure latitude versus defocus. In general, the resulting correlation between the normalized log-slope (NLS) and the exposure latitude (EL) is given by

$$\text{EL} = \alpha(NLS - \beta),$$

where β is the minimum NLS required to give any image at all in photoresist and α is the percent increase in exposure latitude per unit increase in NLS. Thus, to a first degree, the effect of the photoresist on depth of focus can be characterized by the two parameters α and β.

Consider for a moment an ideal, infinite contrast photoresist. For such a case, the slope of the exposure latitude curve will be exactly 2/NLS (see Appendix B for a derivation). Thus, using a typical linewidth specification of ±10%, an infinite contrast resist would make α = 10 and β = 0. The quality of a photoresist with respect to focus and exposure latitude can be judged by how close α and β are to these ideals.

Of course, the influence of the photoresist on focus effects is more complicated than the above first-order analysis would indicate. A second-order (but still very important) effect comes from the fact that the resist thickness is nonzero. Because the aerial image can be in focus at only one plane, at best only one location within the resist is in focus. This de-

### 5 Methods of Depth-of-Focus Improvement

The term DOF is often used as a catchall for any focus effect in optical lithography. It is important to realize, however, that there are two distinct aspects of focus issues in manufacturing: process requirements and process capabilities. A particular process requires a minimum depth of focus because of numerous built in focus errors of the process. For example, topography is a constant for a given layer and results in a direct focus error (the top and bottom of the topography cannot both be in focus). Built-in focus errors (BIFE) can be...
Table 1 Example of focus process requirement analysis.

<table>
<thead>
<tr>
<th>Estimated Built In Focus Errors (BIFE)</th>
<th>Total Range (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random Errors:</strong></td>
<td></td>
</tr>
<tr>
<td>Lens Heating (compensated)</td>
<td>0.10</td>
</tr>
<tr>
<td>Environmental (compensated)</td>
<td>0.20</td>
</tr>
<tr>
<td>Mask Tilt (0.7 μm /16)</td>
<td>0.05</td>
</tr>
<tr>
<td>Mask Flatness (2.0 μm /16)</td>
<td>0.12</td>
</tr>
<tr>
<td>Wafer Flatness (25 mm field)</td>
<td>0.50</td>
</tr>
<tr>
<td>Chuck Flatness (25 mm field)</td>
<td>0.14</td>
</tr>
<tr>
<td>Autofocus Repeatability</td>
<td>0.20</td>
</tr>
<tr>
<td>Best Focus Determination</td>
<td>0.40</td>
</tr>
<tr>
<td>Vibration</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Total RSS Random Focus Errors:</strong></td>
<td>0.74</td>
</tr>
<tr>
<td>Topography</td>
<td>0.5</td>
</tr>
<tr>
<td>Field Curvature and Astigmatism</td>
<td>0.4</td>
</tr>
<tr>
<td>Resist Thickness</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>Total BIFE (range)</strong></td>
<td>1.8 μm</td>
</tr>
</tbody>
</table>

Either random (e.g., vibration) or systematical (e.g., topography). A careful analysis of the sources of BIFE is essential to determine a process focus requirement. Table 1 shows the results of a hypothetical analysis of a typical 0.5-μm process with a 4 X reduction stepper. Note that the random errors are first added rss (root sum square) and then added to the systematical errors. It is apparent from such an analysis which errors cause the greatest problems (in this case wafer non-flatness, best focus determination, topography, and field curvature and astigmatism).

Independent of process requirements, process capability describes how a lithographic process responds to focus errors. Depth of focus is actually a term that describes process capability, but it is so often misused that it can mean virtually anything depending on the context. A less-abused term is focus latitude, which can be defined as the response of the process to a given error in focus. If the process capability exceeds the process requirements, then reasonable manufacturing yields can be obtained. Because the ultimate goal is yield, the lithographer can either reduce the process requirements (by reducing the BIFE) or increase the process capability (by increasing the DOF) to achieve improved yield. Any successful strategy for scaling a process to smaller dimensions must encompass both of these approaches.

Defining focus latitude is complicated by its extreme dependence on exposure energy, just as exposure latitude is dependent on focus. Thus, a definition of DOF is only useful if it describes the coupled exposure-focus dependency. The best description of DOF comes from the focus-exposure process window, which was described briefly in the previous section. For a given process specification, the focus-exposure process window is a plot of all those values of focus and exposure that keep the process within specification. The most common specifications are linewidth and resist sidewall angle, but resist loss can also be used. It is important to note that the measurement process may introduce focus errors (autofocus repeatability, wafer nonflatness) and thus the measured focus latitude may in fact be a resultant latitude after several errors have been introduced. Usually it is best to try to minimize these errors when measuring focus latitude (use ultraflat wafers, use only one field position, perform the experiment over a short period of time to eliminate environmental drift, etc.).
The following sections describe a variety of techniques that have been proposed to improve the depth of focus for high-resolution lithography processes. Some techniques are quite old (properly biasing the mask), but still have not found widespread use. Some techniques are old to optics but new to lithography (spatial filtering, phase-shifting masks) and still unproven. The goal here is to give some indication of the benefits and detriments of each method.

### 5.1 Mask Bias

Originally, adding bias to a mask was used as a means of compensating for subsequent process steps that changed the dimensions of the final structure from that defined in the lithographic step. With the advent of high-resolution positive resists, it became known that process latitude could be improved by overexposing. Thus, by oversizing the chrome features on the mask and overexposing the resist, correct linewidths could be obtained with improved latitude. The drawback, of course, was throughput. There are two main reasons why this type of biasing works: (1) improvement of the latent image through higher exposures and (2) improvement of the image log-slope.

The simplest way to bias a mask is to apply the same bias to all features. However, not all features need the same bias. In fact, the simplicity of a uniform bias is the main reason why bias is not used to its full potential. For each feature, there is an optimum bias that maximizes the size of its process window. Furthermore, the optimum bias varies considerably with feature size and type. For example, isolated lines benefit greatly from a relatively large amount of bias, but high-resolution line/space arrays do not. What is needed is a geometry-dependent bias. Implemented as a computer-aided design (CAD) algorithm, geometry dependent bias would examine the feature size and type and the proximity of other features to determine the amount of bias based on the following two criteria. First, the critical feature(s) would be biased to improve performance. Next, the rest of the mask would be biased to print properly at the energy needed to print the critical feature(s). Although significantly more complicated than a uniform bias, an algorithm of this type is certainly within our capabilities. Yet, only recently have attempts to define such an algorithm for limited structures been published.

### 5.2 Variable Numerical Aperture and Partial Coherence

In 1989 the author introduced the concept of "image manipulation," varying the numerical aperture (NA) and partial coherence $\sigma$ of a stepper on a level-by-level basis to optimize the shape of the aerial image for the critical feature(s) on each mask level. The effect of numerical aperture on DOF is not obvious and is strongly dependent on the partial coherence. For a given feature type and size and a given amount of defocus, there is one value of NA and $\sigma$ that gives optimum image quality. Likewise, for a given feature type and size and a minimum acceptable image quality (i.e., minimum value of the normalized log-slope) there is one NA and $\sigma$ that gives the maximum DOF.

Consider the imaging of 0.45-$\mu$m lines and spaces with conventional i-line illumination assuming 0.75-$\mu$m of defocus is expected in the process. By varying both the numerical aperture and the partial coherence, contour plots of constant image log-slope can be generated, as shown in Fig. 10. In this case, the optimum log-slope occurs when $NA = 0.45$ and $\sigma = 0.10$ (where a value of 0.1 was the lowest examined). If one were to repeat this analysis for 0.4-$\mu$m lines and spaces, however, the optimum NA would be 0.55 with $\sigma = 0.65$, indicating extreme feature size sensitivity to the optimum values.

Although a very useful indicator, it is not possible to determine the true optimum values of NA and $\sigma$ based solely on log-slope. Another approach is to use the lumped parameter model (LPM) to predict the size of the process window. The LPM is a simple model for resist exposure and development that allows for the calculation of an entire focus-exposure matrix on a PC in a matter of seconds. Although certainly not as accurate as the primary parameter models found in programs such as PROLITH/2 and SAMPLE, the LPM is more accurate than any metric based solely on aerial images (e.g., the image log-slope). Using an optimization routine built into PROLITH/2, numerical aperture and partial coherence can be varied to maximize the size of the focus-exposure process window (as predicted by the LPM over a specified focus range). Based on this approach, the discussed case of 0.45-$\mu$m lines and spaces has an optimum LPM process window, when $NA = 0.49$ and $\sigma = 0.22$, versus the NA = 0.45 and $\sigma = 0.1$ given by the maximum log-slope method. Both the log-slope and LPM approaches can be used to quickly determine the approximate optimum stepper settings, which can then be investigated further with the more exact primary parameter models and finally experimental data.

### 5.3 Multiple-Focal-Plane Exposures

Recently, Fukuda and coworkers from Hitachi introduced a method, which they called FLEX, with the potential to improve depth of focus. In its simplest form, a wafer would be given a partial exposure at a particular focal position. Then, without moving the wafer in the x or y directions, the wafer would be moved to a different focal position and the remaining exposure would be delivered. The result is an averaging of aerial images both in and out of focus. Although two focal plane exposures are a minimum, more focal planes can be used. Typically, only two or three planes have been used because more exposures tend to add complexity without giving further benefit. In addition to processing complexity and decreased throughput, what are the trade-offs of using this technique? How much benefit can be expected?

The log-slope defocus curve again is a useful technique for understanding the effects on DOF. For a multiple focal plane exposure, the final aerial image can be thought of as a summation of the aerial images at the different focal planes, weighted by their respective exposure energies. For the cases
studied here, three focal planes are used separated from each other by a distance $\Delta F$, all with equal exposures. Once an average aerial image is computed, its log-slope can also be determined. Figure 11(a) shows the effect of $\Delta F$ on the log-slope defocus response for 0.5-µm lines and spaces (NA = 0.53, $\sigma = 0.5$, and i-line). $\Delta F = 0$ indicates the standard single-focal-plane exposure. Some statements can be made about this graph that I have found to be generally true for multiple focal plane exposures: (1) this technique results in improved log-slope for out-of-focus conditions, but only at the expense of reduced performance in focus, and (2) the focus value at which the curves cross (in this case both are at about 1.2 µm of defocus) is beyond what would normally be considered the depth of focus of the system. Further, for the case of equal lines and spaces, the crossover point occurs at an extremely low value of log-slope, making the use of FLEX for lines and spaces undesirable.

Figure 11(b) shows the same simulations for the case of an array of 0.5-µm contacts. The basic trends are the same, but now the crossover point occurs at a much more reasonable, although still low, value of the normalized log-slope. Although the log-slope defocus curve gives a great deal of insight into the behavior of multiple-focal-plane exposures, it does not tell the full story. In particular, the log-slope defocus curve gives no information about isofocal bias. The isofocal bias is the difference between the linewidth that has the least sensitivity to focus and the nominal linewidth. For example, the Bossung curves in Fig. 9(a) show a slight isofocal bias with the flattest curves occurring at a linewidth of about 0.45 µm for a nominal linewidth of 0.5-µm features. The process window of Fig. 9(b) also indicates an isofocal bias by the upward curvature of the window. Considering again the contacts, Fig. 12(a) shows a focus-exposure process window for a 0.5-µm contact with a standard single-pass exposure. Values of focus and exposure that are within this window have linewidths within $\pm 10\%$ of the nominal value. A limiting feature of this window is its curvature. As the contact goes out of focus, more energy is required to properly size it. Thus, the curvature of the window is indicative of an extreme isofocal bias, which will significantly limit the overall depth of focus. The log-slope defocus curve gives no indication that this isofocal bias exists. Examining the process window resulting from a three-pass, multiple-focal-plane exposure with $\Delta F = 1.5$ µm [Fig. 12(b)], one can see that the isofocal bias has essentially been eliminated. Although the size of the window in focus has diminished (i.e., there is less exposure latitude in focus), the window stays essentially the same size over a long focus range. Thus, if the smaller exposure latitude is acceptable, the DOF of these contacts can be improved using FLEX.

Figure 12 shows that the main benefit of the FLEX method for contacts is to reduce, or even eliminate, the isofocal bias. In fact, the optimum focal plane separation can be found as the value that completely eliminates the isofocal bias (in this case, this value is slightly greater than 1.5 µm). The price that must be paid is a reduction in exposure latitude and...
photoresist sidewall angle when in focus. The unique imaging attributes of contacts in positive photoresist (i.e., a strong isofocal bias) make the FLEX method particularly appropriate, whereas other types of features do not show much potential for benefit.

5.4 Spatial Frequency Filtering

The concept of spatial frequency filtering is not a new one. The earliest filter to be studied was the simple annular aperture in which the central portion of the objective lens pupil is blocked. The use of an annular aperture was first suggested by Lord Rayleigh as a means of improving resolution, although it had been studied mathematically much earlier. Steward studied this aperture and found that it gave "a decided gain in resolving power." At the expense of throughput due to the loss of light. Welford later studied annular apertures and found that they also improved depth of focus, but produced secondary image maxima of greater intensity (commonly called side-lobes today). Welford also suggested that proper adjustment of the response of the photographic media could reduce the printability of these side-lobes, as has been recently suggested for photoresists. Jacquotin et al described an application in which the outer portions of the aperture were reduced in transmission and coined the term apodization to describe this filtering technique. Although the result of this filter is reduced resolution, the use of the term apodization has grown to encompass any modification of the transmission properties, real or complex, of a lens pupil (for an early review of work in this area, see Ref. 24). Duffieux is given credit for introducing Fourier frequency analysis to optics in his 1946 book, which has only recently been translated into English. Thus, modification of the transmission function of a lens aperture has come to be known as spatial frequency filtering (see Goodman's classic textbook for a review of spatial filtering). In fact, the effect of a central aperture stop on the frequency response of an imaging system is given as a homework problem by Goodman (Ref. 26, Chap. 6, problem 6-1).

Recently, spatial filtering has been proposed for micro lithography. The proposed filters have been similar in principle to an annular aperture, but rather than having a transmission of zero in the central portion of the aperture the transmission is simply reduced. For example, a filter may have a transmission of 50% out to a radius of one half of the pupil radius, with 100% transmission for the outer half of the pupil. Although a pure transmission filter would be much simpler to fabricate, shifters could be added as well. Thus, for example, our simple filter could be modified to have 50% transmission and a 180-deg phase shift in the central portion of the aperture. In general, a radially symmetrical filter can be described by its complex transmission function \( \tau(\rho) \), where \( \rho \) is the radial position within the pupil relative to the pupil diameter.

As an example of the effect of a simple filter on a simple aerial image, consider the coherent image of a 0.5-\( \mu \)m line/spacer array such that only the zero and first diffraction orders make it through the lens. The resulting aerial image intensity is given by

\[
I(x) = \left[ \frac{1}{2} + \frac{2}{\pi} \cos(2\pi x/p) \right]^2
\]

where \( \pi \) is the radial position within the pupil relative to the pupil diameter. It is a simple matter to plot Eq. (9) and determine the effect of various transmissions on the image, as shown in Fig. 13, where each image was normalized to have the same peak intensity for comparison purposes. The effects are as expected. The edge slope of the space increases as the transmission is reduced, but at the expense of increased side-lobe intensity. In fact, if \( T = 0 \), the result is a dark-field frequency-doubled image.
Of course, more complicated filters will have different responses, but the general trends will be similar. Several notes of caution are in order. For any given filter, the effect on the aerial image will be different for different feature sizes and types. Thus, in general, the first casualties of spatial frequency filtering are mask linearity and the proximity effect. These issues must be looked at very closely when designing a filter. A filter design can be fully optimized only for a particular feature. Thus, to get the most out of such a filter arrangement the filters must be easily interchangeable so that different mask levels can each be optimized. In light of these issues, it would be highly desirable to have only one critical feature per mask level when using spatial filtering.

5.5 Annular and Other Illumination Sources

Variations of the method of illumination seem to have received very little attention over the years as a means of improving imaging. Recently, both theoretical11,15 and experimental29 studies have shown the potential for improving image quality with annular illumination systems. Very recently, the use of various illumination shapes has generated considerable interest.30-32

The effect of annular illumination can be summed up quite nicely by examining the variation of the aerial image log-slope with linewidth. Figure 14 compares this variation for both conventional and annular illumination systems. As can be seen, the annular source results in improved image quality for certain small features (in this case for features near 0.3 \( \mu \text{m} \)) at the expense of reduced image quality for larger features (0.4 to 0.7 \( \mu \text{m} \) here). This is the essential trade-off for any illumination modification. If the response of one feature size is improved, other features suffer. Thus, as before, there is an advantage to using various illuminator shapes, but only if they are easily changeable and if there are very few (preferably one) critical features per mask level.

5.6 Phase-Shifting Masks

The invention of phase-shifting masks for photolithography is generally attributed to Levenson et al.,6 although mention of the technique is buried in the claims of a patent on x-ray lithography.33 In fact, the use of phase information on the object to improve resolution has been well known in optics for some time (see Ref. 26, p. 131). The so-called Levenson technique (also called the alternating aperture method) employs phase shifts of 0 and 180 deg in alternating apertures of a periodic structure (e.g., equal lines and spaces). The result is a decrease in the smallest printable feature size by up to a factor of 2. This dramatic improvement in resolution is seen as a method of extending the useful life of optical lithography by one to two generations. Interest in phase-shifting masks (PSMs) has increased greatly in the past 3 years as several companies have demonstrated34,35 the fabrication of prototype circuits using PSMs.

As work proceeds, people are discovering that the use of phase information on the mask can greatly complicate the design of the mask, as well as our understanding of the imaging process. Rather than attempt to address all of the many issues involved in PSM lithography, this section simply describes one important type of PSM, the isolated phase edge, that is, an instantaneous transition from 0 to 180 deg phase removed from any other features on the mask. Such transitions can occur in chromeless, alternating aperture, rim shifter, and subresolution type PSM methods. It is well known that a 180-deg phase transition results in a dark line in the aerial image. In fact, phase edges have been used to print very high resolution lines in positive photoresist.36 Some interesting questions arise as to the lithographic properties of such lines. Because the mask contains no information as to the width of these lines, what determines linewidth for a phase-edge mask? What is the quality of the aerial image (i.e., what is its log-slope)? These questions can be answered by a straightforward analysis of the imaging of phase edges.

The diffraction pattern for a perfect phase-edge mask feature can be obtained from the Fourier transform of the mask pattern,

$$M(f_x) = \frac{i}{\pi f_x},$$

where \( f_x \) is the spatial frequency. Using this diffraction pat-
tern, the aerial image for coherent illumination can be obtained:

\[ I(x) = \frac{4}{\pi} Si^2 \left( \frac{2\pi NA x}{\lambda} \right) \]

(11)

where

\[ Si(\theta) = \int_{0}^{\theta} \frac{\sin z}{z} \, dz \]

Figure 15 shows the resulting aerial image.

What will be the width of a line printed with the aerial image of Eq. (11)? Typically, the nominal width of a feature occurs where the aerial image intensity is in the range of 0.25 to 0.3 relative to the intensity in a large clear area. The "width" of the aerial image of a phase edge can be estimated by the 0.25 intensity contour line and, from Eq. (11), corresponds to a width of about

\[ w = 0.25 \frac{\lambda}{NA} \]

(12)

Thus, the width of a feature printed using a phase edge is determined by the wavelength and the numerical aperture. Note that the feature size defined by Eq. (12) is a factor of 2 less than what is generally considered to be the resolution limit of an imaging system. This value of the linewidth can be thought of as the natural linewidth of a 0- to 180-deg phase transition. Further, by properly adjusting the partial coherence, this very small feature can be printed over a reasonable range of focus.37

In general, proper use of phase-shifting masks can improve the depth of focus for very small features. However, as with many of the image enhancing techniques, proximity effects and mask linearity often suffer. In addition, the design and fabrication of PSMs present many formidable technical hurdles that will not be easily overcome.

6 Conclusions

The Rayleigh criteria for resolution and depth of focus are not adequate in describing submicrometer optical lithography. In fact, it is quite easy to misinterpret the Rayleigh criteria and draw completely inaccurate conclusions. Thus, a more rigorous approach to characterizing resolution and depth of focus is required. By examining the interaction of the lithographic tool (via the aerial image) with the photoresist process, a metric for judging aerial image quality has been established—the image log-slope. By examining the effects of this metric on feature size and defocus, accurate and meaningful definitions of resolution and depth of focus can be made. This technique also leads to an understanding of the influence of various parameters on the depth of focus/resolution and the ability to compare the theoretical performance of different lithographic tools.

Photoresist was shown to have a major impact on the response of the process to changes in focus. First, improving the photoresist results in improved exposure latitude. This in turn allows the image to be further degraded by focus errors and still give acceptable results. Second, submicrometer op-
The goal of lithographic exposure is to turn a gradient in exposure energy (an aerial image) into a gradient in development rate. Because intensity \( I \) and energy are related by a constant (the exposure time), \( \delta \ln E = \delta \ln I \). Thus, from Eq. (13), it is very easy to express the development rate gradient as:

\[
\frac{\delta \ln R}{\delta x} = \gamma \frac{\delta \ln I}{\delta x},
\]

where \( x \) is the horizontal distance from the center of the feature being printed. The left-hand term is the spatial gradient of development rate. To differentiate between exposed and unexposed areas, it is desirable to have this gradient as large as possible. The right-hand side of Eq. (14) contains the log-slope of the aerial image. This term represents the quality of the aerial image, or alternatively the amount of information contained in the image about the position of the mask edge. The photoresist contrast amplifies the information content of the image and transfers it into the photoresist as a development rate gradient. This expression quite clearly illustrates the role of contrast in defining the goodness of a photoresist process.

8 Appendix B

The relationship between the normalized log-slope (NLS) of the aerial image and exposure latitude has been discussed before\(^1\) and is briefly reviewed here. Consider, in the limiting case, an ideal threshold photoresist, one that has a high development rate for exposure energies above some \( E_{th} \) and zero development rate for energies below this value. For such a case, the linewidth \( w \) formed on exposure to some aerial image \( I(x) \) is determined by the nominal exposure dose \( E \) and the spatial intensity variation of the image. That is,

\[
El(w/2) = E_{th}.
\]

To determine how linewidth varies with exposure dose, one simply has to take the derivative of this equation.

\[
2 \frac{\delta \ln E}{\delta w} = -\frac{\delta \ln I}{\delta x}.
\]

Ignoring the sign and normalizing by multiplying both sides of the equation by the linewidth,

\[
2 \frac{\delta \ln E}{\delta \ln w} = \text{NLS}.
\]

Equation (17) tells us that, for an ideal threshold photoresist, the slope of an exposure latitude curve (log-linewidth versus log-exposure dose) will be \( 2/\text{NLS} \). We can interpret \( \delta \ln E \) as a percentage change in exposure and \( \delta \ln w \) as the resulting percentage change in linewidth. Assuming a typical linewidth specification for \( \delta \ln w \) would allow the term \( \delta \ln E \) to be interpreted as the exposure latitude (EL), the percentage change in exposure that keeps the linewidth within specification. Letting this linewidth specification be \( \pm 10\% \) (for a total range of 20\%), the ideal exposure latitude would be given by

\[
\text{EL} = 10 \ \text{NLS}.
\]

A real (nonideal) photoresist would have an exposure latitude less than this amount.
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