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Proximity Distance

Optical proximity effects are a well know problemaptical lithography — the printed size of a
given feature is a function of other features B ptoximity. This problem has a well know
solution as well — optical proximity correction (OF the modification of the mask layout to
compensate for these proximity effects. The mogufar and accurate method of OPC is to use
a model to predict proximity effects. Obviouslgcarate OPC requires accurate modeling of the
proximity effects. While there are many contribigtéo proximity effects, the main one is the
optical imaging itself. Considering just this pberenon, an important question to ask is how
far do these proximity effects extend?

The answer has more than just academic signifecar@PC models break the mask up
into computationally manageable segments thatlee simulated and stitched back together
again. But because of proximity effects, the dcsiraulation area has to be made larger than the
segment that will be used for OPC so that an ateussult can be had within the area being
corrected. The amount of buffer distance that rbesadded to each side of the correction area
should equal theroximity distance, i.e., the distance over which proximity effects are eotpd
to be of significance. If too small a buffer isoslen, the results will not be sufficiently accurate
If too large a buffer is chosen, simulation tima# bbe unnecessarily long. What determines this
proximity distance, and how should the operatoaifOPC tool determine the correct buffer
distance for the simulations?

To answer these questions, let us assume a yaepyesprocess model: an ideal threshold
resist that puts the edge of the final printedueaat the point where the image reaches a certain
threshold intensity. (While more accurate resistlels are used in real OPC applications, this
simple model will suffice for our purposes and wilbt significantly affect our analysis and
resulting conclusions.) Also, to make a pictureoaf problem that is as straightforward as
possible, consider an isolated space surroundegdhtmme on the mask. If no other features are
around this space, it will print at the desiredical dimension CDpom). Now suppose that a
second feature is placed to the right of this spaklew close can this second feature come
before it starts to affect the dimension of ougé&trspace?

The optical interaction of the two features depennd the spatial coherence of the
illumination. For incoherent illumination, the sinetensity coming from the second feature
(I2) will overlap and add to the intensity of the fifeature ;) at its edge, changing its size.
Using our threshold model, a small change in thtredge positionAX) can be estimated to be
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Putting this in terms of the normalized image Itaps (NILS),



&x__flp) 1 where NILS=CDnom% (2)
CDpom | 17 JNILS dx

For our threshold model; must equal the threshold intensity. Let's assigme typical values

to equation (2). A typical value for such a thi@dhintensity is about 0.25, and high resolution

features often have a NILS of 2 or less. If we i@ OPC model to notice a change in CD

caused by the proximity of this second featurenaalisas 1%, then the minimum detectable edge
change should be 0.5%. Thus, the minimum vallgtifat we need to worry about is 0.0025. If

the second feature is far enough away that itsrianion to the edge intensity of the first feature

is less than this amount, it can be ignored.

But lithography tools do not employ incoherenuntination. Let's examine what
happens at the opposite extreme — using cohetemtirlation. Here, electric fields overlap and
add together, not intensities. Assuming that thewnt of light coming from the second feature
is small and that the phases of the two electeicl$i are at their worst case (that is, in phake), t
resulting total intensity at the right edge of teatl is
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where electric fields are representedebyThe change in edge position for this case besome
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Using the same typical values as before, we fing titat the minimum electric field we must
worry about is 0.0025. But since this resultsnnirtensity of about610°, we must keep track
of much smaller intensities, and thus featuresdhafarther away.

Before tackling the more interesting but difficuttroblem of partially coherent
illumination, let's pick a specific feature to be proximity to our target space. The worst
feature that we could bring near our “isolated” cgavould be a large open area. Thus, the
image of the second feature is that of an isola#ge between chrome and glass. Figure 1
shows the images of an isolated edge under conditdd coherent and incoherent illumination.
For incoherent imaging, the isolated edge has cuiteng tail of light, dropping down to an
intensity of 0.0025 only after a distance ofAlMA. For coherent illumination, the electric field
oscillates, and the peaks drop off to a magnitddi@D25 at a distance of about2ZBA.

One might expect, then, that partially coherdnimination would give results between
these two extremes and have proximity distancesdsst 101/NA and 20//NA. Fortunately, this
is not necessarily the case. When a mask is itated with partially coherent illumination, very
close features will interact coherently while faragy features interact incoherently. The point of
transition between these regions is called gpatial coherence length (Icoherence).  Distances
much below the spatial coherence length will regultoherent interaction of images, while
distances much larger than the spatial coherenogtheproduces images that interact
incoherently. This coherence length is given by



A

A (5)

| conerence =

where g is the partial coherence factor. For conventighamination, o is the radius of the
illumination disk, whereas for off-axis illuminahat is the radius or half-width of the off-axis
pole or annulus. A goes to zero the illumination becomes fully cohernd the coherence
length becomes infinite. Thus, all electric fieltsd coherently and something like thel20A
proximity distance applies. For incoherent illuadion, o goes to infinity, the coherence length
becomes zero, and intensities add incoherentlyyexare.

Consider an intermediate casemf 0.5. The coherence length is abodtNA so that
features much further away than this will interaxtoherently. But for distances neal/[A,
the intensity from an isolated edge imaged witk frartial coherence is already less than 0.0025,
though greater thanx@0°. Thus, the proximity distance is in the transiti@gion between
coherent and incoherent interactions, and is thasitaequal to the coherence length (within a
factor of 2-3 or so). For very high resolution processes usfifigxis illumination,o can be as
small as 0.1. Here, the coherence length i#NA and the proximity distance is certainly
greater than the coherence length. As a very raudg of thumb, | often use twice the
coherence length (up to a maximum ofA0A) as my estimate of the proximity distance.

In the end, the coherence length is often a redderestimate of the proximity distance,
so long as getting it right to a factor of two ar is good enough. For better estimates, full
lithographic simulation under the conditions ofeir@st is invaluable, since the proximity
distance will depend not only on the specificshaf illumination, but on th8lILS and simulation
accuracy requirements as well.

List of Figures.

Figure 1. Images of an isolated edge for (a) aafteillumination, and (b) incoherent
illumination.
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Figure 1.



